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CORRIGE

EXERCICE

Ona: Mg(u®+u)=A>+A=0,donc u®+u=0et Mg(u)=A#0,
donc u # 0.

a) Si u était injectif, alors A inversible, donc A® + A = 0 devient en
multipliant par A=, A24 I3 = 0, d’ott u? +idg = 0. Ainsi A? = —I;,
donc det(A?) = det(—13), d’out det(A)? = —1 ce qui est impossible,
donc wu injective.

b) u : R® — R3 donc dim(Ker(u)) < 3. D’aprés la question
précedente u est injective, donc dim(Ker(u)) # 0 et aussi v # 0, donc
Ker(u) # R3 et donc dim(Ker(u)) # 3, d’ott dim(Ker(u)) € {1,2}.

z € Ker(u) N Ker(u? +idg) = u(x) = 0,z = —u*(z) = —u(0g) = Og,
donc Ker(u) N Ker = {0z}

D’autre part : Vo € F on a: x =z + u?(z) — u?(z) avec u(x 4+ u?(z)) =
u(z)+ud(x) = 0g et (WP +idg)(—u?(z)) = —(u*(x)+u?(z)) = —u(u(x)+
uw(zr)) = —u(0g) = Og, donc £ = Ker(u) & Ker(u? + idg), et donc
dim(Ker(u?+idg)) = dim(FE) —dim(Ker(u)) = 3—dim(Ker(u)) € {1, 2},
car dim(Ker(u)) € {1,2}

a) Soit * € F = Ker(u? + idg), donc u*(z) + * = 0Op, dou
u3(z) + u(x) = u(0g) = O, donc (u? + idg)(u(x)) = Og, dou
u(x) € Ker(u? +idg) = F, donc F est stable par F.

5)

r€F = u?(r)r = —1 = v*(x) = —x = v? = —idp.

det(v?) = det(—idr) = (—1)3™E) or det(v?) = det(v)? > 0, et
dim(F) € {2,3}, d’ou dim(F") = 2.

Soit A une valeur réelle de v, et x un vecteur propre associé, alors
v(z) = A et donc —z = v¥(z) = v(\x) = Iv(z) = Nz, don
A2 = —1, impossible.

Soit A, v réels tel que ey + pey = Op, on compose par u, d’ou

ey — pey = Op, car u(ey) = ey et u(e;) = u’(ey) = v?(ey) = —eh,
puisque ¢, € F, F stable par u, u = v sur F et v? = —idp.
e+ pey =0 (1)

. 1 p ] :
On obtient alors le systeme suivant —pey + ey =0  (2)

AX(1)=px(2) = (N+p)eh, =0 = N4+ =0= A=pu=0,
donc la famille (€}, e}) est libre.

Comme Card(B’) = dim(F) = 3, pour montrer que c¢’est une base,
il suffit de montrer qu’elle est libre.

En effet, soit a, b, ¢ des réels tel que ae] + be, + cey = 0, on com-
pose par u, on obtient alors : bef, — cefy = 0 car u(e}) = O, u(e}) =
es, u(ey) = —ély, or la famille (e}, €}) est libre, donc b = ¢ = 0 et par
suite aej = 0g, d’ou a = 0, donc la famille (e}, €}, €4) est libre.




PROBLEME.

Premieére partie.
1) a) Ona A= Z ag Ex, donc :

1<k i<n
AE;; = E ap By B

1<k,l<n

= E k107, By ;

1<k JA<n

—Za,“E;w car: 0, =0sil#1

=1sil=1
Z ap i j B

1<k,l<n

= E k10 i Ei g

1<k,l<n
n

= Zaj,lE“ car: Op; =0sik#]j

=1lsik=
= Z a; L 1
k=1

b) AM =MA = AM — MA=0
EEA AEZ'J’ = Ei,jA
= Z ap,ibyj — ajpEip =0
k?Ll
eSS Z ak,iEk,j — CLj’kEi,k‘F
k#i,j
ai,iEni,j - aj,iEi,i + aj,iEi,j - aj,jEz',j =0
— Z ak,iEk,j — CLj’kEi,k —+ ((Zm’ — ajJ)Em' =0
k#i,j

Ainsi Qi = Q5 = 0sik §£ Z,j et Qi = Q55 = >\, d’ou M = )\In
Tr(Ew;) =0sik#j
=1sik=7y

2) a) On sait que la trace est linéaire et que :

3)

4)

5)

1)

2)

3)

donc Tr(AE; ;) =1Tr <Z ak,iEk,j) = Qji-

k=1

b) TT’(AM) =0= TT(AEZ'J) =0Vi,j = Qi Vi, ] = A=0.

Posons A (a;;), B (b;. '),AB (Cw) BA (d;j), on a :
Cij = Za,kbk] et Tr(AB) Zc” = Zza”“b"” et on a aussi :
k=1 i=1 k=1
= Zd“ = Z Z b; par i, en échangeant les indices 7 et k, on
voit bien que Tr(ABZ) 1 ler(BA).

D’aprés le cours, toute composé a droite ou a gauche par un aut-
morphisme laisse invariant le rang, donc toute multiplication a gauche
ou a droite par une matrice inversible laisse le rang invariant, d’ou

rg(PMQ) = rg(M) et rg(P'MQ) = rg("M) = rg(M)

det(PMQ) = det(P) det(M) det(Q), donc upg conserve le déterminant
<= det(P) det(Q) = 1. De méme pour vpg, puisque det(*M) = det(M).

Deuxiéme partie.

On sait que les valeurs propres d’une matrice sont exactement les ra-
cines de son polynome caractéristique associé, que son déterminant est
égal a leurs produit et que sa trace est égale a leurs somme, comptées
avec leurs multiplicités. Donc deux matrices qui ont méme polynome
caractéristique ont méme déterminant et méme trace, en particulier ®
conserve le déterminant et la trace.

C’est une conséquence immediate de la propriété admise au début de la
2eme partie.

a) Si ® = upg, alors Tr (PE; ;Q)
conserve la norme.
Si ® = upg, alors Tr (PE;;Q)
Tr(E;;).

=1Tr ((I)(EZJ)) = T’I”(Ei’j) car ¢

= Tr(®('Eiy ) = Tr('Eij) =



b) On a Tr(AB)=Tr(BA), qu'on peut généraliser ainsi :
Tr(ABC) = Tr(CAB), en particulier :
Tr(QPE;;) = Tr(PE;;Q) = Tr(E;;), or la trace est linéaire et
(E; ;) constitue une base de M,,(C) donc T'r(QPM) = Tr(M), pour
toute matrice M € M, (C), dou Tr((QP — 1,)M) = 0, d’aprés la
question 2.b) lére partie, on déduit que PQ = I,,, d’ott Q = P~L.

4) D’aprés tout ce qui précede on conclut que les endomorphismes qui

conservent le polynome caractéristique sont ceux de la forme upg ou
vpg tel que Q = P71

a) Il est clair que ® est linéaire, d’autre part soit :

a b Ker (@), donc Tr(M)I, =

wo— (0 ) e
< a+d 0 ) _ ( a b )
0 a+d )  \c d
est injective comme il s’agit d’'un endomrphisme en dimension fini,
alors il est isomorphisme.
b) Soit B = (E11, Ev 2, Ea1, Es2) la base canonique de My(C), on a les
résultats suivants :

M, doi

dota=b=c=d=0,doud

(1) = I — Ein = Eyp¢(Er2) = —FEig,0(F21) =
—Esq1,¢(Eyn) = Iy — Eyy = Ejp, donc A = Mg(¢) =
00 0 1
0 -1 0 0 . . , .
00 —-10 | le polynome caractéristique de ® est égal a
10 0 O

Xo(X) =det(A— X1I,) = (1+ X)3(1 — X), les valeurs propres de ¢
sont donc -1 et 1.
Soit M vecteur propre associé a -1, donc Tr(M) = 0, c’est le noyau
de la forme linéaire trace, donc de dimension 3 egale a la multiplicté
de -1 dans x,(X).

1
Soit M vecteur propre associé a 1, donc M = A5, avec A = éTr(M),
donc la dimension du sous-espace propre est égale a 1, égale la mul-
tiplicté de 1 dans x4(X), donc ® est diagonalisable.

oA, [ a b ([ d
c) soﬂ:.M—(C d),donc(I)(M)—(C

b . .
a ), il est clair que ces

2)

3)

deux matrices ont méme polynome caractéristique.
d) ®=vpp-1=®(P)=P = P =X\,

Troisieme partie.

a) On a xeuem = Xap, donc d’aprés la question 1), deuxieme
partie, ®(A)P(B) et AB ont méme trace, en particulier
T’/’(q)(EZ’])q)(EkJ)) = TT’(EZ'JE]CJ) = TT(@'JCEZ'J) = ijTT(E“) =
0;.10i -

b) On a Card(®(E;;)) = n? = dim (M,(C)), pour montrer que c’est
une base il suffit alors de montrer qu’elle est libre.

En effet soit ()\;;) des nombres complexes tels que
Z i j®(E; ;) = 0, on multiplie par ®(Ej,), la trace de la somme
1<i,j<n
est ]toujours nulle, tenant compte de la linéarité de la trace et de la
relation pécédente on obtient : Z Nij0jk0ii=Nrg=0 VEVI,
1<i,j<n
d’ott la famille est libre. ’
a) Tr((®(A+ B) — ©(A) — ©(B))®(Ei;))
= Tr(®(A+ B)®(E;;) — ©(A)P(E;;) — ®(B)P(E;;))
= Tr(®(A+ B)®(E;;)) — Tr (®(A)2(Ei;)) — Tr (2(B)2(E;,;))
Tr ((A + B)EZJ) —Tr (AEZJ) —Tr (BEZJ»
= (0 car la trace est linéaire et . distributive par rapport a +
b) Comme la trace est linéaire et que (®(E;;)) est une base
de M, (C) et tenant compte de la question précédente alors
Tr ((P(A+ B) — P(A) —®(B))M) pour toute matrice M €
M, (C), et enfin d’aprés la question 2.b) lére partie, on conclut
que (A + B) — ®(A) — &(B) = 0.

Soit A € C, mn montre comme dans la question précédente

que : Tr((P(AA) —AD(A))P(E;;)) = 0, puis on en déduit que

Tr((P(AA) —AP(A)M)) = 0 V M € M,(C), puis enfin que :

P(AA) — AP(A), d’ou D est linéaire.

D’autre part : Soit A € Ker (@), donc Tr(AE; ;) = Tr(P(A)P(E;;)) =

0, comme (£;;) est une base de M,,(C), alors Tr(AM) =0 V M €

M, (C), donc A = 0 et par suite ® est injective, comme c¢’est un endomr-

phisme en dimension finie, alors c¢’est un automorphisme.



4) E}; = E;;E;; = 0;;0;, =0 cari # j, donc E;; est nilpotente.

D’autre part : xg(s2, (X) = xp2, (X) = (=1)"X" car E?; = 0, en utilisant
le théoreme de Cayley-Hamiltion on conclut que ®(E}} = 0, donc ®(E; ;)
est nilpotente.

5)

a)

b)

D’aprés la supposition de la partie 3, on a : x a¢ = Xao(4)o(G) = Xo(4)
car ®(GQ) = I,.

Tout calcul fait E; ;G est la matrice dont toutes les lignes sont nulle

o ... ... ... 0
0 S 0
sauf la i éme, F;, ;G = | gj1 ... Gji 9in |, donc sont po-
o ... .. 0
0 N

lynome caractéristique est (—1)" X" 1 X — g;,).

Pour i # j, la matrice ®(E;;) est nilpotente, donc xep, ;) =
(=1)"X™, or (=1)"X""HX — g;4) = XB,,6 = Xam,,) = (—1)"X",
donc g;; = 0sii # j, d’ou G est diagonale.

D’autre part, xg2 = xao@) (1), d’aprés 5.a) 3éme partie, or ®(G) =
I, et G* = Diag(gi,,. .-, 9z,), (matrice diagonale), la relation (1)
devient (—1)"(X —1)" = (=1)" [J(X = g7,), d'ott g2, = 1 et par

i=1
suite G? = I,,.

6) a)
b)
7) a)
b)

c)

Soit A € M, (C), on a : Xy(4) = Xo(4ac) = Xac2 = Xa en utilisant
la question 5.a) 3éme partie pour AG et le fait que G* = I,,. Donc
U conserve le polynome caractéristique.

On a ¥ conserve le polynome caractéristique, d’aprés les résultats
de la 2éme partie 3G inversible telle que ¥ = up p-1 ou ¥ = vp p-1,
or (M) = U(MG™) = ¥(MG) car G~! = G puisque G* = I,,
donc ®(M) = V(MG) =upp-1 = PMGP ' ou ®(M) = U(MQG) =
vpp-1 =P MGP™.

Tr(AGBG) = Tr(AB) car le produit matriciel est commutatif a
'interieur de la trace et que G? = I,,.

D’aprés la question précédente et vu que la trace est linéaire, on
conclut que : Tr ((GBG —B)A) = 0 VYA € M,(C), d’aprés la
question 2.b) 1ére partie, on concult que GBG — B = 0.

GBG = B= GB = BG™! = BG et d’aprés 1.b) 1ére partie, on a
G =M, or GZ=1, dou\ e {-1,1}.

8) Siw= EUupp-1, Ol & 1 Xw(A)w(B) — XePAP—lePBP-! = XPABP-! = XAB Car
deux matrices semblables ont méme polynome caractéristique.
Le méme raisonnement est encore valable pour le cas ot w = cvp p-1.

Fin.






